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Discriminating algorithms: 5
times Al showed prejudice

Artificial intelligence is supposed to make life easier for us all - but it is
also prone to amplify sexist and racist biases from the real world
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How We Analyzed the COMPAS
Recidivism Algorithm

by Jeff Larson, Surya Mattu, Lauren Kirchner and Julia Angwin
May 23,2016

«Read the st

Across the nation, judges, probation and parole officers are increasingly using
algorithms to assess a criminal defendant’s likelihood of becoming a recidivist - a
term used to describe criminals who re-offend. There are dozens of these risk
assessment algorithms in use. Many states have built their own assessments, and
several academics have written tools. There are also two leading nationwide tools
offered by commercial vendors.

We set out to assess one of the commercial tools made by Northpointe, Inc. to
discover the underlying accuracy of their recidivism algorithm and to test

whether the algorithm was biased against certain groups.
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Machine Bias

There's software used across the country to predict future
criminals. And it's bia: gainst blacks.

by Julia Angwin, Jeff Larson, Surya M

Ma

nd Lauren Kirchner, ProPublica

ON A SPRING AFTERNOON IN 2014, Brisha Borden was
running late to pick up her god-sister from school when she
spotted an unlocked kid's blue Huffy bicycle and a silver Razor
scooter. Borden and a friend grabbed the bike and scooter and

tried to ride them down the street in the Fort Lauderdale

suburb of Coral Sprin
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A2015 Study by the Consumer Federation of
America (CFA) claimed that ‘on average, a good
driver in a predominantly African American
Community will pay considerably more for state-
mandated auto insurance coverage than a
similarty situated driver in a predominantly White
community.”

An analysis by ProPublica and Consumer
Reports in 2017 drew a similar conclusion,
stating that ‘this disparity may amount to a
subller form of rediining, a term that traditionaly.
refers to denial of services or products to
minority areas.” While there were
methodological flaws i the analysis, the article.
raised a number of questions about whether
insurance rates were biased against minorites.
RACE AND INSURANCE

CONGRESS TARGETS DISCRIMINATION IN

AUTO INSURANCE

HR. 1756: A
hi d the it it

consumer creditinformation in auto insurance decision-making but did not receive a
vote in the 116th Congress.

H.R. 3693: Prohibit Auto Insurance Discrimination Act
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/Automated discrimination:
Facebook uses gross stereotypes
to optimize ad delivery

by Nicolas Kayser

An experiment by AlgorithmWatch shows that online

platforms optimize ad delivery in discriminatory ways.
Advertisers who use them could be breaking the law.

STORY 18 OCTOBER 2020 ~ AUF DEUTSCH LESEN

#DISCRIMINATION #FACEBOOK #GENDER #PUBLICSPHERE
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I “at the core of insurance business lies discrimination between risky and non-risky
insureds”, Avraham (2017)

I “Technology is neither good nor bad; nor is it neutral " , Kranzberg (1986)

I “Machine learning won’t give you anything like gender neutrality ‘for free’ that
you didn’t explicitely ask for ", Kearns and Roth (2019)

It is a complex problem...
I Accuracy :  (x) = Ep[Y jX = x] (P historical probability) (is)
I Fairness :  ?(x) = Ep2[YjX = x] (P? targeted probability) (ought, Hume (1739))
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Word embedding exhibiting gender bia8plukbasi et al. (2016)
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